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Figure 1: (a) When the user is looking in the direction of minimized virtual content, we propose five interaction techniques
to activate the virtual information: (b) Fixation-Glance, in which users converge their gaze at the depth of the content; (c)
Head-Depth, in which users lean backward three centimeters; (d) Hand-Overlay, in which users put their hand slightly behind
the virtual content; (e) Blink, in which users blink the eye twice within one second; and (f) Dwell, in which users maintain
their gaze on the virtual content for one second.

ABSTRACT
Future augmented reality (AR) glasses may provide pervasive and
continuous access to everyday information. However, it remains un-
clear how to address the issue of virtual information overlaying and
occluding real-world objects and information that are of interest to
users. One approach is to keep virtual information sources inactive
until they are explicitly requested, so that the real world remains
visible. In this research, we explored the design of interaction tech-
niques with which users can activate virtual information sources in
AR. We studied this issue in the context of Glanceable AR, in which
virtual information resides at the periphery of the user’s view. We
proposed five techniques and evaluated them in both sitting and
walking scenarios. Our results demonstrate the usability, user pref-
erence, and social acceptance of each technique, as well as design
recommendations to achieve optimal performance. Our findings
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can inform the design of lightweight techniques to activate virtual
information displays in future everyday AR interfaces.
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1 INTRODUCTION
With the recent advancements in display, computing, and tracking
technologies, augmented reality head-worn displays (AR HWDs)
are becoming increasingly lightweight and powerful. In the recent
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years, more and more AR HWDs (or AR glasses) have been an-
nounced in the industry (e.g., nreal glasses1, Spectacles by Snap2,
ThinkReality by Lenovo3). Different from conventional AR head-
sets that are bulky and designed for special-purpose applications,
these displays are close to achieving the form factor of a normal
pair of eye-glasses, and are targeting personal uses and everyday
consumers.

Recent research in AR are gradually moving outside research labs
to the fields [19, 26, 38]. In the near future, AR glasses are likely to
be general-purpose and worn all-day, displaying all sorts of virtual
content to provide always-on access to information [8, 11, 40].
However, when virtual content becomes available continuously
and pervasively, it could be distracting or overwhelming, and it
could occlude real-world objects of importance to users. To address
these challenges, Lu et al. proposed Glanceable AR, in which virtual
content was displayed as glanceable widgets in the periphery of
the users’ view [26, 27], so that users can perform a quick glance
to access the information they need.

AlthoughGlanceable AR is a promising solution to enable always-
on information display, whether it completely addresses the occlu-
sion challenge remains questionable. Virtual information in the
periphery can still block users’ view when they intend to glance at
the real world behind the virtual content. To make glanceable infor-
mation more unobtrusive, an adaptive information display strategy
can be applied, in which virtual content is minimized when not
needed, but can be activated through interaction techniques to
show more detailed information [6, 24, 29, 33–35]. In this way, the
real world is “prioritized”, and users can explicitly control what
they see depending on their needs [4, 33].

However, effective activation techniques for glanceable content
must address several challenges. First, the techniques have to be
rapid, as users need to be capable of performing them within the
duration of a quick glance. Second, they need to be lightweight,
so that users can allocate their limited cognitive and attentional
resources to their primary tasks and to events in the environment,
rather than diverting cognitive effort to the interface. Third, they
must be reliable, since unintentional activation could occlude im-
portant information, and failure to activate on demand could lead
to distraction and frustration.

In this research, we first conducted a user study to validate the
occlusion and distraction issues in Glanceable AR interfaces. We
then addressed the design challenges by proposing a set of design
considerations for developing techniques to explicitly activate vir-
tual content in Glanceable AR interfaces. Next, we proposed five
techniques for activating the minimized glanceable widgets, and
evaluated them in controlled experiments. Two common everyday
scenarios were replicated in the experiments: (1) sitting in front of
a desktop computer; and (2) walking in an indoor environment.

The contributions of the paper include: (1) validation of occlusion
and distraction issues in Glanceable AR, (2) design considerations
for developing techniques to activate minimized glanceable infor-
mation, (3) design and evaluation of five promising techniques, and
(4) design recommendations for future implementations of these
techniques.
1https://www.nreal.ai/
2https://www.spectacles.com/
3https://www.lenovo.com/us/en/thinkrealitya3

2 RELATEDWORK
2.1 Everyday information acquisition with AR

HWDs
ARWin was an early prototype that explored AR for everyday in-
formation access by augmenting a physical workspace with virtual
calendar, clock and weather information [5, 6]. Recent research
highlighted an important issue to be addressed for everyday AR
interfaces, which is how to handle the potential occlusion of virtual
information overlaying the real-world environments that are of in-
terest to the users [4, 22]. Lu et al. proposed Glanceable AR, in which
virtual information resides at the peripheral vision to avoid occlud-
ing user’s view when not needed [26, 27]. However, it remains
unclear if such an approach can completely address the occlusion
problems. In this research, we attempted to validate the occlusion
problem for glanceable information display with AR HWDs, and
proposed lightweight user interactions to solve the issue of un-
wanted occlusions caused by virtual information overlaying the
real-world environments that we are interested in.

2.2 Adaptive Information Display in AR/VR
One way to alleviate the occlusion issues caused by augmented vir-
tual information is adaptive information display. In 2003, Vertegaal
first proposed Attentive User Interfaces (AUI), a system that was
continuously aware of what users pay attention to and adapted its
services [39]. In 2019, Lindlbauer et al. proposed an online context-
aware method to automatically adapt the position and level of detail
(LoD) of virtual information [24]. Such systems usually require a
large amount of knowledge about users, their preferences, real-time
cognitive load, the surrounding physical environment, and the tasks
they are engaging in. In most cases, external sensors and cameras
are required to obtain these data, which could increase costs and
induce privacy concerns [11, 20, 44]. Another way of displaying
the information adaptively is through user’s explicit interactions
[6, 12, 33, 35]. Such methods put more efforts on the user side as
compared to automatic detection on the system-level, but could be
more predictable and accurate, especially in everyday situations
when contextual information changes frequently. Similarly, in this
research, we focused on situations where user adapt the informa-
tion display level through explicit, but lightweight, interactions in
head-worn AR systems.

2.3 Explicit interactions in AR/VR
Existing research has mainly explored three categories of input
methods for explicit activation of virtual content: controller, head,
and gaze-based interactions. Davari et al. explored pointing and
clicking-based interactions with a hand-held controller [4]. How-
ever, controllers are less likely to be always available in daily sit-
uations. In 2004, Diverdi et al. proposed LoD interfaces, in which
virtual content was displayed with different levels of detail (LoDs)
based on the distance between the head position and the content
[6]. Yu et al. explored a similar concept by calculating the distance
of head movement in the depth dimension [43]. Gaze-adaptive in-
terfaces have been extensively explored in the literature. Kim et al.
explored displaying relevant information based on user gaze point
in a 2D screen space [18]. Pfeuffer et al. and Piening et al. explored
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adapting the transparency and information level in the virtual con-
tent through gaze directions [33, 34]. Lu et al. explored using gaze
depth to distinguish users’ attention between virtual information
and the real world to modify the size of the virtual information
[26]. Hand input is gaining popularity with the advancements in
tracking technologies, but most of the existing work focused on
special-purpose use cases such as text-entry, target selection, and
games [30, 37, 42]. There has been a lack of research regarding how
hand-based input could be utilized to explicitly activate minimized
virtual information in everyday situations. In this research, we focus
on the integration of head, gaze and hand-based input specifically
for lightweight activation of virtual content in AR HWDs.

3 PRELIMINARY STUDY: VALIDATING
OCCLUSION ISSUES

Before diving into the solution space, we conducted a preliminary
study to validate whether occlusion issues exist when virtual con-
tent is placed unobtrusively in the periphery. We varied both the
location and the LoD of the virtual content to understand the effects
of these factors on occlusion.

3.1 Interface conditions
In the study, participants were asked to wear a Magic Leap One AR
headset. The headset displayed four pieces of virtual information
(weather, calendar, email, to-do list) in different forms that varied
in LoD and location. The virtual information was not interactive—
it was always displayed, so that there were opportunities for the
virtual content to occlude the real world. We used two ways of
locating the information in the periphery (heads-up display (HUD)
or head-glance (HG)) and two LoDs (Full-app or Icon), yielding four
interfaces in total (see Figure 2). In the HUD condition, content was
display-fixed at the edges of the field of view (FoV) of the AR display
and always visible. Such HUDs are commonly used in commercial
products without head tracking such as Google Glass4 and North
Focals5. The HG condition used a glanceable AR interface proposed
by Lu et al. that showed potential for everyday uses [26]. In HG,
content was fixed to the torso of the user’s body and stayed outside
the central view of the users. It became visible only when the user
turned their head.

Participants were asked to wear a belt with the Magic Leap
controller placed in a 3D-printed case to track their body orientation.
The four interface conditions includedwere : (1) HUD-Full; (2) HUD-
Icon; (3) HG-Full; (4) HG-Icon; and finally (5) None condition, in
which no virtual content was displayed, as a baseline condition.

3.2 Tasks
In the study, participants were asked to walk in a 6.22 by 9.95 meter
indoor environment casually and identify certain paper signs in the
real world (see Figure 4 (b)). This task was designed to represent
common scenarios in which people walk around in the real world
and search visually for a target or destination (e.g., a conference
room in a building with a certain room number). Twenty signs were
distributed randomly in the space on walls, whiteboards, floors, and
tables. Participants were asked to wear the AR headset, walk in an
4https://www.google.com/glass/start/
5https://www.bynorth.com/

Figure 2: The four interfaces in the first study with informa-
tion at the periphery: (a) HG-Full; (b) HUD-Full; (c) HG-Icon;
and (d) HUD-Icon.

figure-eight path at a comfortable speed, and search for signs that
contained a certain letter, which varied with every trial. Only some
of the signs contained the target letter. Participants were asked to
speak out loud the word in each sign that contained the letter as
soon as they noticed it. Interface condition was the only indepen-
dent variable for the study. We used a within-subjects design, in
which each participant experienced the five interface conditions
one by one. Latin square counterbalancing was applied to the order
in which conditions were experienced. The task took about one
minute to complete for each condition.

3.3 Participants and Procedure
Eight participants (7M/1F) between 19 and 33 years old (M=24.37,
SD=1.64) were recruited for the study. The participants were all
college students. Four participants did not have experience with
AR before the study.

The experiment was divided into five phases. First, participants
were welcomed upon arrival, and were asked to read and sign the
consent form (the study was approved by the Institutional Review
Board of the university). Second, participants were asked to fill out
a background questionnaire. Third, participants were given a brief
introduction to the experiment background, hardware, five condi-
tions, and the tasks involved in the study. Fourth, after participants
had no further questions, they were instructed to put on the AR
headset and go through the conditions one by one. After each con-
dition, participants were asked to fill out a questionnaire containing
Likert-scale questions that asked about the level of distraction and
intrusiveness of the AR interface (see Figure 3). After finishing all
conditions, a brief interview was conducted, in which we asked
participants about their preferences and comments about the AR
interfaces. The study took 30 minutes in total.

3.4 Results and Discussions
Results in the Likert ratings showed that all four interface condi-
tions caused some visual interference (occlusion) when users were
visually searching the signs (see Figure 3 (a-c)). The HUD-Full con-
dition was found to be the most annoying and got in the way the
most often.

In the interview, ignoring the baseline condition, six out of eight
(75%) participants ranked the HG-Icon condition the most preferred
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Figure 3: 7-point scale ratings on four statements (a-d).

and found it the least distracting. Seven out of eight (87.5%) par-
ticipants disliked the HUD-Full condition, and found it the most
distracting. For the HUD-Full condition, participants commented:
the icons being fully displayed greatly reduced my vision and dis-
tracted my focus, and I needed to pause to read the sign because I was
trying to look past the items. Similar comments were made for the
HUD-Icon condition: The icons were obtrusive, they felt like it was
crowding my field of vision. For the HG-Icon condition, participants
commented: It fits comfortably and doesn’t limit my view too much,
and Icons are small and don’t take up much of the visibility. For the
HG-Full condition, participants commented: I liked the interface
because it wasn’t directly in my line of sight. However, four partici-
pants (50%) felt that it was still distracting to display the full app in
HG-Full. They commented: It still gets in the way sometimes when I
look for the signs, and I would prefer the icon one [HG-Icon] better.

In general, our results indicate that even when content is placed
in the periphery, it can still be noticeable and annoying, and it can
still visually interfere by occluding the real world during visual
search tasks. However, these effects can be reduced by placing the
content outside the central visual field (using the HG technique) and
by reducing the LoD to a less obtrusive icon. Using an icon to rep-
resent the virtual content leads directly to the need for techniques
that can activate the full virtual content when the user wishes to
access that information.

4 DESIGN CONSIDERATIONS FOR
ACTIVATION TECHNIQUES

Having established that Glanceable AR interfaces can still lead to
occlusion and distraction when examining real-world information,
we next brainstormed possible methods for accessing virtual con-
tent while minimizing occlusion problems. Based on the results of
the preliminary study, we decided to use a real-world prioritized
strategy, where virtual content is attached to the body and repre-
sented as small, semi-transparent icons by default (similar to the
HG-Icon condition) [4, 33]. We then need methods for activating
the virtual content in order to display the full version, and for deac-
tivating the virtual content when the user is finished with it. We
highlight five aspects below that need to be carefully considered
for designing the solution interfaces.

Default visualization: When virtual information is minimized by
default, it becomes critical for the users to be aware of where the

information is so that they can activate and look at the information.
Results of the preliminary study shows that representing minimized
virtual information by an icon could be an effective strategy to
prevent the virtual information from blocking users’ view, while
still maintaining some level of awareness towards where to look
at to activate the content. As such, we apply the same strategy
and set icons as the virtual information’s default inactive state.
Upon activation, the icon would go away and be replaced by the
corresponding full-version virtual content.

Deactivation: Virtual information needs to be deactivated (min-
imized) automatically when users stop paying attention to it. A
straightforward method is to use user’s real-time gaze direction.
Gaze direction provides a good indication of where users’ current
visual attention is located [9]. When they are no longer gazing in
the direction of a piece of virtual information, we can assume that
they do not need the information anymore, and thus automatically
minimize the information.

Activation: Different from deactivation, detecting the intent of
activation is challenging. Noticing that users are looking in the di-
rection of a piece of virtual content is not enough to imply that they
want to activate the information. It is possible that their intention
is to see the real-world environment behind the content. To prevent
false activation of the virtual content and occluding the user’s view,
we need to design suitable techniques for users to disambiguate
their interest layer (i.e., real world or virtual content) explicitly and
rapidly. Existing research has mainly explored explicit interactions
in selection tasks [3, 21, 31, 43]. To our knowledge, our work is the
first that looks at these interactions to disambiguate users’ interest
between AR content and real-world environments, which we be-
lieve is crucial if AR information is to be integrated pervasively in
daily situations.

Input modality: which input modalities have been applied for
activating the virtual information. In this research, we explore
controller-free interactions, which include gaze, hand, and head-
based techniques to activate the glanceable content.

Depth dimension: whether depth information is considered as
part of the input dimension. Occlusion is one of the strongest depth
cues [7]. When virtual information occludes the real world, it be-
comes intuitive to the users that the virtual information is at a
closer layer of depth while the real-world is at a farther layer of
depth. Enabling users to indicate the target depth layer of interest
with the techniques could be intuitive in activating the virtual con-
tent. However, indicating the target depth could also increase user
workload.

5 ACTIVATION TECHNIQUES
Based on the design considerations, we propose five techniques
for explicit activation of virtual information: Dwell, Bink, Fixation-
Glance, Hand-Overlay, and Head-Depth. Table 1 shows a summary
of the five techniques.

5.1 Dwell
The most basic technique to prevent false activation of virtual infor-
mation s the gaze-based dwell technique [16]. It was developed to
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Table 1: The five techniques to activate or deactivate virtual information and the hypothesized trade-offs.
Technique Activation Deactivation Depth Accessibility Robustness
Dwell

Gaze at the
direction of
the content

+

Maintain the gaze for 1 second
Stop gazing
at the
direction

No High Low
Blink Blink twice within 1 second No Medium Medium
Fixation-Glance Converge gaze at the content’s depth Yes High Medium
Hand-Overlap Put hand slightly behind the content’s depth Yes Low High
Head-Depth Move the head backward in the depth dimension for 0.03m Yes Low High

avoid the effects of eye tracking jitter and the “Midas Touch effect.”
To activate the virtual information, users gaze in its direction and
maintain their gaze for one second. The content does not appear if
users look away from the target before the end of the one-second
period (see Figure 1 (f)). We consider Dwell as the baseline tech-
nique, since it is a widely adopted method to avoid false-positive
activation of virtual content.

5.2 Blink
Blinking has been explored in the literature in object selection
tasks and assistive technologies [3, 10]. Recently, Lu et al. found
that blink is advantageous as compared to dwell for text-entry in
VR [28]. It could be an effective strategy to explicitly activate virtual
information. With the Blink technique, users activate the virtual
information by looking in its direction and blinking their eyes.
We need to prevent content from being activated by involuntary
blinks; therefore, we use multiple consecutive blinks. However, the
increased number of required blinks could induce eye fatigue and
increase the activation time. We initially experimented with three
blinks in a row within 1.5 seconds. which was found to induce eye
fatigue with prolonged use. Through iterative testing, we found
that two consecutive blinks within a one-second window produced
a good balance between speed and accuracy (see Figure 1 (e)). A
white dot is displayed below the virtual content when the first blink
from the user is successfully registered. Then the user can blink
again to activate the virtual information.

5.3 Fixation-Glance
Gaze-depth has been explored in object selections, visualizations,
and information acquisition [14, 26, 32]. The Fixation-Glance tech-
nique utilizes gaze as the input modality with the depth of gaze
being considered as an extra input dimension. To activate the vir-
tual information, users need to not only look in its direction, but
also converge the gaze at the depth of the information (see Figure 1
(b)). As such, if users intend to look at the real-world environment
behind the virtual content, virtual information does not appear.
The design of Fixation-Glance closely follows the idea of natural
user interfaces (NUI), in which the user operates through intuitive
interactions related to everyday natural human behavior [25]. In
everyday life, our gaze naturally fixates in the direction and at the
depth of objects that are of interest in order to see them clearly.
The Fixation-Glance interface takes advantage of this process so
that mental workload is minimized. However, due to technological
limitations, current binocular eye-trackers only provide accurate
estimation of gaze depth when it is within two meters. We used
approximately 0.4 meters as the depth to activate the AR content be-
cause real-world objects are less likely to appear at this depth, and
it was easy for users to converge at this depth without discomfort.

5.4 Hand-Overlay
Previous research on eye-hand coordination has found that eye and
hand benefit from each other in selecting and manipulating objects
[15, 17]. The Hand-Overlay technique utilizes the hand as the input
modality with the hand depth being considered as an extra input
dimension. To activate the virtual information, the user looks in its
direction and puts their hand slightly behind the virtual content,
blocking the real-world environment to indicate their interest in
the depth layer in front of the hand (i.e., the virtual information).
Virtual information activates only when the gaze ray intersects
with the virtual information and the user’s hand simultaneously
(see Figure 1 (d)).

5.5 Head-Depth
The Head-Depth technique utilizes the head as the input modality
with the head depth as an extra input dimension. To activate the
virtual content, the users looks in its direction and then leans back-
ward to activate it (see Figure 1 (c)). Following the design guidelines
proposed by Yu et al., we used 3 cm (∼1.18 inch) as the distance
threshold to activate the virtual information [43]. The idea of using
head depth was first explored in adaptive interfaces such as the LoD
interface [6] and the proximity-aware user interface [12]. It was
proved to be faster as compared to gaze-based dwell interactions
to select objects in 3D environments [43].

5.6 Trade-offs among interfaces
Table 1 summarizes the five activation techniques, as well as our
hypothesized trade-offs related to accessibility (ease of access) and
robustness (avoidance of false activation). The Dwell technique
offers high accessibility, as the user only needs to keep looking at
the content without performing other actions. However, it would
be low in robustness because looking in the direction alone does
not necessarily indicate that users intend to look at the virtual con-
tent. Blink improves robustness by adding two consecutive blinks
as a security layer when user is looking in the virtual content’s
direction. However, we blink involuntarily all the time, so false
activations can still occur. Intentional blinks could also induce eye
strain when used frequently in a short period of time, reducing
the accessibility. Similarly, Fixation-Glance improves robustness by
requiring users to converge or diverge their gaze. We are positive
about its accessibility because of natural eye fixations. However,
Fixation-Glance may also be more susceptible to false activation
because of involuntary eye movements. Hand/head-based input
modalities offer high robustness, because they require actions that
are less likely to be performed unintentionally by users. However,
that also lowers the accessibility and potentially makes them more
intrusive to co-present others.
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Figure 4: Illustrations of the two task contexts: (a) the sitting context; (b) the walking context.

6 PRIMARY STUDY: TECHNIQUE
EVALUATION

A primary study was conducted with two research goals: (1) to
validate the trade-offs we hypothesized and (2) to explore what
factors could influence the usability, user preference, and acceptance
of these interfaces.

6.1 Participants
Fifteen participants (7M/8F) between 19 and 35 years old (M=23.73,
SD=4.48) were recruited for the study. Four of them did not have
prior experience with AR before the study. Participants all had
corrected or uncorrected near-perfect vision.

6.2 Tasks
Two types of task contexts were included in the study: sitting in
front of a desktop computer and walking in an indoor environment.
A 5 × 2 within-subject design was used for the study with two
independent variables: five interfaces (Dwell, Blink, Fixation-Glance,
Hand-Overlay, and Head-Depth), and two task contexts (Sitting and
Walking). For both contexts, participants were asked to wear an
AR headset, and access information in either the virtual content
or in the real-world environment behind the virtual content using
each of the five techniques. Participants were instructed to access
the information as fast as they could (see Figure 4).

6.2.1 Sitting task context. In the sitting task, participants were
asked to sit in front of a desktop monitor placed in front of a wall
surface. The wall was approximately 0.7 meters away from the
participant’s head. Six blank sticky notes were attached to the wall.
Text was rendered on each sticky note using the AR display (al-
though the sticky notes represented “real-world” content, we used
AR rendering so that the text could be changed for each trial) (see
Figure 4 (a)). Around 0.3 meters in front of each sticky note, a piece
of virtual content was displayed. The virtual content and the sticky
note always overlapped with each other no matter where the user’s
head was located. In real-world use cases, it is unlikely that users
would choose to place the virtual content and the sticky notes so
that they overlap. However, we considered a sticky note to be analo-
gous to an attention-grabbing event in the real-world environment
that happens to share the same direction with the virtual informa-
tion. If the virtual content is activated inadvertently by the user,
it would expand and occlude users from seeing information in the

sticky notes. Thus, this setup allowed us to evaluate how robust
each interface condition was towards false positives.

Participants were asked to answer questions displayed on the
computer screen. Participants saw four questions regarding the
virtual content, and four questions regarding information in the
sticky notes, yielding a total of eight questions. After participants
finished answering a question, they used amouse to click on a “Next”
button to proceed to the next question on the computer screen. The
AR headset and the computer were connected via network, so when
users hit the “Next” button, information in the virtual content and
the sticky notes in the AR headset automatically updated. As such,
users always had to look at the information in order to provide the
correct answer. Participants were instructed to answer the questions
verbally as soon as they figured out the answer. In cases when
participants failed to answer a question (e.g., when a technique did
not work well for the participants), they were allowed to skip the
question and proceed to the next one.

6.2.2 Walking task context. In the walking task, participants were
asked to walk around in an indoor environment while following
a virtual floating panel rendered in AR. The panel moved along a
predefined path in the room with a constant speed. Based on its dis-
tance to the AR headset, the panel also changed color. Participants
were asked to maintain a safe distance from the panel during the
walking task (1.3-1.7 meters) so that the color of the panel stayed
green (see Figure 4 (b)).

During walking, the AR display rendered four pieces of virtual
content using the HG metaphor 0.4 meters away from the AR head-
set. The content was body-fixed. Each of the four pieces of virtual
content was located in one direction of users’ peripheral vision (i.e.,
up, down, left, right), which was approximately 26 degrees hori-
zontally and 19 degrees vertically away from the central view. The
reason that we chose four instead of six as in the sitting scenario
was that walking is a more cognitively heavy task than sitting. Too
much information at the periphery could limit the user’s awareness
of the surrounding environment. By reducing the amount of virtual
content, we hoped to alleviate the problem of information overload
and ensure a safe walking environment for participants.

Similar to the preliminary study, in the walking task, eight phys-
ical signs were distributed in the indoor environment so that the
user would encounter two signs on their left, two on their right, two
above, and two below (see Figure 4 (b)). During walking, the AR
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display asked questions verbally about information in the virtual
content or the signs behind the content. Eight questions were asked
in total for each trial (4 directions × 2 source (signs/virtual con-
tent)). Similar to the sitting task, when questions were asked about
a physical sign in a particular direction, the virtual content would
be rendered so that it overlaid the corresponding physical sign
exactly. The signs were placed at depths of 1.2 - 2 meters depending
on the user’s speed and location during walking.

On average, each piece of activated content occupied around
13.75 degrees of visual angle horizontally and 7.35 degrees vertically,
and each minimized icon occupied around 2.35 degrees horizontally
and 2.24 degrees vertically on the display.

6.3 Apparatus
The study used a Magic Leap One AR HWD. The device has 1280
× 960 resolution with 50-degree diagonal FoV. The built-in head,
hand, and binocular eye-tracking sensors of the Magic Leap were
used to implement the activation techniques. The display of the
Magic Leap is connected to an external battery/processing unit. For
the walking task, participants wore a body strap to comfortably
carry the battery pack with them during walking. To realize the HG
interface metaphor, they also wore a waist strap with a 3D printed
case to hold the Magic Leap controller to track the body torso
during the walking task. The experimental software was developed
via Unity 2019.3.7f1 with the SDK provided by Magic Leap.

6.4 Measures
Quantitative: We used the System Usability Scale (SUS) question-

naire [2], Social Acceptability Questionnaire [1] and NASA TLX
workload questionnaire [13] to gauge the usability and workload of
each interface. We also recorded the time it took for participants to
answer the questions prompted by the computer screen/AR display.
We calculated the time it took for participants to start verbally
saying the answer after the question was displayed on the com-
puter screen for the sitting task, and after a question audio finished
playing in the AR headset in the walking task. We also recorded
the percentage of false positives (i.e., false activation of the vir-
tual content) when the intention was to access information in the
real-world environment.

Qualitative: As for qualitative data, participants were asked to
comment on what they liked or disliked about using each technique.
For the walking task specifically, participants were video-recorded
by a Logitech C930e camera mounted high on a wall for later anal-
ysis of walking behaviors while using the interfaces.

6.5 Hypotheses
We tested three hypotheses in the study:

• H.1. In both tasks, Fixation-Glance will be the most pre-
ferred, with faster information acquisition speed and lower
workload as compared to other techniques, because our eyes
naturally fixate in the direction and at the depth of objects
that we are interested in, which will reduce the occurrences
of conscious user input and inadvertent activations.

• H.2. Dwell will be the least preferred while accessing in-
formation in the real-world, because the user will have to

obtain the information within the one-second dwell time
to avoid inadvertent activation of the virtual content and
occlusion of the real world.

• H.3. The Head-Depth technique will be the least favored
technique in the walking condition, because it is challenging
to lean backward accurately while walking at the same time.

6.6 Procedure
The experiment, whichwas approved by our university ethics board,
was divided into six phases. In the first phase, participants were
asked to read and sign the consent form. In the second phase, they
were asked to fill out a pre-study questionnaire to collect demo-
graphic information and prior experience with AR. In the third
phase, participants were given a detailed introduction to the experi-
ment background, hardware, five interfaces, and the tasks involved
in the study. When participants had no further questions, in the
fourth phase, we helped participants to put on the AR HWD, and
participants were asked to complete two calibration processes: (1)
the fitting guide program of the Magic Leap One to determine the
ideal size of the forehead-pad and nosepad; and (2) the visual calibra-
tion program of the Magic Leap One to ensure proper functioning
of eye-tracking. Fifth, participants experienced each of the five
conditions one by one, first in the sitting task, then in the walking
task. The order of the five interfaces was counterbalanced using a
Latin Square design. Before completing the experimental task in
each condition, a training session was provided to get participants
familiar with the interactions. After each interface condition, partic-
ipants were asked to fill out the SUS and the NASA TLX workload
questionnaires, and questions about what they liked or disliked
about the interface. Each condition took about six minutes. Last,
after finishing all five conditions in both sitting and walking scenar-
ios, participants were asked to fill out a post-study questionnaire, in
which we asked them to rank the interfaces based on their own pref-
erences. The entire experiment took about 90 minutes. Participants
were allowed to take a break anytime in between trials.

6.7 Results
We conducted a series of analyses to test our hypotheses and ex-
plore the trade-offs between the interfaces. We decided not to com-
pare between the sitting and walking task because they involved
different procedures and setup. As such, we separated the data
based on the task, and used a one-way repeated-measures ANOVA
(RM-ANOVA), with interface condition as the only independent
variable for all the analyses. Shapiro-Wilk tests were applied to test
the normality of the data. Friedman tests were applied when data
failed the normality tests. A Greenhouse-Geisser correction was
applied for violations of sphericity. For qualitative data gathered
from questionnaires and recordings, Wilcoxon signed-rank tests
were conducted. We applied Bonferroni corrections for all pair-wise
comparisons. We used an α level of 0.05 in all significance tests. In
the results figures, pairs that are significantly different are marked
with * when p ≤ .05, ** when p ≤ .01, and *** when p ≤ .001. For
simplicity, we will use the abbreviations “DW”, “BL”, “FG”, "HO",
and "HD" for “Dwell”, “Blink”, “Fixation-Glance”, "Hand-Overlay",
and "Head-Depth" interfaces for the rest of the paper.
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Figure 5: (a-b) The time it took for participants to answer the questions in the virtual content/real-world for the (a) sitting
task, (b) walking task; (c-d) the SUS score for the five interface conditions in the (c) siting task and (d) walking task; and (e-f)
Participants’ response in 7-point Likert scale to the question “How do you like using the interface to access information in
the virtual content/real-world” for the (e) sitting task and (f) walking task (±S .E.).

6.7.1 Task Performance. In each task, we collected data for 4 (num-
ber of questions asked) × 2 (source of content: either virtual content
or real-world) × 5 (number of interface conditions) × 15 (number of
participants) trials, yielding a total of 600 trials. We separated the
data based on virtual-content and real-world and averaged the val-
ues for each participant in each condition, and used those averages
in our analyses, leading to a total of 75 data points per source.

Figure 5 (a) shows the time it took for participants to answer
the questions in each condition about each source in the sitting
task. For accessing information in the virtual content, RM-ANOVA
revealed no significant difference among interface conditions in the
sitting task (F(4,52) = .454,p = .769). As shown in Figure 5 (a), for
accessing information in the real-world sticky notes, a significant
main effect was found on interface conditions with a large effect size
(F(1.716,24.026) = 6.936,p = .006,η2p = .331). Pairwise comparisons
showed that DW (M = 5.96s, SD = 3.19) led to significantly longer
time to access information in the sticky notes than FG (M = 3.99s,
SD = 1.74) (p = .041). No other significant differences were found.

As shown in Figure 5 (b), for accessing information in the vir-
tual content in the walking task, RM-ANOVA revealed a signifi-
cant difference among interface conditions with a large effect size
(F(1.997,27.954) = 8.711,p = .001,η2p = .384). Pairwise comparisons
showed that FG (M = 2.56s, SD = 1.08) was significantly faster than
HO (M = 3.89s, SD = 1.16) (p = .032) and HD (M = 4.66s, SD = 2.38)
(p = .011). BL (M = 2.66s, SD = .57) was also significantly faster
than HO (p = .016). For the time it took to access information in
the real-world signs, RM-ANOVA found no significant differences
among interfaces (F(4,56) = 1.590,p = .190).

6.7.2 Overall usability. As shown in Figure 5 (c-d), we found sig-
nificant main effects of interface conditions on the SUS score for
both the sitting ((F(4,56) = 5.040,p = .002,η2p = .265) and walking

task ((F(4,56) = 9.826,p < .001,η2p = .412). Pairwise comparisons
show that FG (M = 52.08, SD = 22.15) received a significantly lower
SUS score than DW (M = 76.25, SD = 15.16) (p = .017) and HD (M =
80.83, SD = 14.98) (p = .008) in the sitting task. In the walking task,
HD (M = 54.39, SD = 20.38) received a significantly lower score as
compared to DW (M = 75.42, SD = 13.51) (p = .02), BL (M = 81.46,
SD = 10.73) (p = .001), and FG (M = 84.38, SD = 12.33) (p < .001).

6.7.3 User preferences. Figure 5 (e-f) shows participants’ responses
to the question “How do you like the interface for accessing infor-
mation in the virtual content / real-world?” on a 5-point Likert scale.
For virtual information acquisition, DW (M = 4.67) received the
highest rating while FG (M = 2.93) received the lowest average rat-
ing in the sitting task. Friedman test shows significant differences
among interfaces (χ2(4) = 19.730,p = .001). Wilcoxon signed-rank
test showed that DW received significantly higher rating than BL
(M = 3.47) (Z = −3.025,p = .025) and FG (Z = −3.088,p = .020) for
accessing virtual information in the sitting task. As for the walking
task, FG (M = 4.60) received the highest average rating for accessing
information in the virtual content, while HD (M = 2.67) received
the lowest average rating. Friedman test shows significant differ-
ences among interfaces (χ2(4) = 22.673,p < .001). HD interface
received a significantly lower rating as compared to BL (M = 4.33)
(Z = −2.989,p = .028) and FG (Z = −3.190,p = .014).

For accessing information in the real-world, BL (M = 4.73) re-
ceived the highest ratings for information acquisition in the sit-
ting task, while both FG and HO (M = 4.67) received the high-
est rating for the walking task. DW received the lowest rating
in both sitting (M = 2.27) and walking (M = 3.33). For the sitting
task, Friedman test found a significant main effect of interface
on ratings (χ2(4) = 27.983,p < .001). DW received a signifi-
cantly lower score than BL (Z = −3.313,p = .009), HO (M = 4.47)
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Figure 6: (a-b) The ranking of each interface under (a) sitting and (b) walking task; (c-d) The false activation rates of virtual
content for (c) sitting task (d) walking task (±S .E.); and (e-f) social acceptance rate in percentage for (e) locations and (f) audi-
ences.

(Z = −3.092,p = .020), and HD (M = 4.47) (Z = −3.352,p = .008).
Friedman test found a significant main effect of interface for the
walking task (χ2(4) = 14.373,p = .006). However, no differences
were identified in pairwise comparisons.

Figure 6 (a-b) shows participants’ ranking of the five interfaces.
For the sitting task, participants’ preferences were very scattered.
There was no clear tendency towards favoring or disliking a specific
interface. In contrast, for the walking task, 8 participants (53.33%)
ranked FG as the most favored interface, and 8 participants (53.33%)
ranked BL as the second place. Meanwhile, 10 participants (66.67%)
ranked HD as the least favored interface.

6.7.4 NASA TLX Workload. Our analysis revealed several signifi-
cant differences in the NASA TLX workload ratings. For the sitting
task, FG was considered significantly worse on Mental workload
(Z = −2.779,p = .050) as compared to HD. For the walking task,
HDwas rated significantly worse than FG (Z = −3.008,p = .026) on
Physical workload. HD was also rated worse on the Effort category
than BL (Z = −3.119,p = .018) and FG (Z = −2.817,p = .048).

6.7.5 Percentage of false activations. We counted the percentage of
false-positives (i.e., a piece of virtual content was activated falsely
by participants when a question was asked about information in the
real-world). As shown in Figure 6 (c), in the sitting condition, DW
(M = 93.33%, SD = 11.44) and FG (M = 71.67%, SD = 31.15) resulted
in the highest false activation rate, followed by BL (M = 30.00%, SD
= 21.55), HD (M = 10.00%, SD = 12.67), and HO (M = 6.67%, SD =
11.44). For the walking task (Figure 6 (d)), DW (M = 73.33%, SD =
19.97) resulted in the highest false activation rate, followed by FG
(M = 20.00%, SD = 16.90), BL (M = 13.33%, SD = 18.58), HO (M =
11.67%, SD = 16.00), and HD (M = 8.33%, SD = 12.20).

6.7.6 Social acceptability. Figure 6 (e-f) shows participants’ re-
sponses towards the social acceptability questionnaire. In general,
all interfaces can be accepted by almost all participants in private
situations such as home environment or when alone. BL was con-
sidered the most acceptable to use in all locations and in front of all

kinds of audiences. In contrast, HD and HO were considered less
acceptable to use as compared to other interfaces.

6.7.7 Comments on interfaces. When asked what they like or dis-
like about each interface, FG was praised for being fast, easy to use,
and intuitive. Participants commented: I was able to activate and
close widgets very easily, and the content just appeared naturally
when I look there. However, they also commented more practice is
needed for this technique, it would make me lose focus of my surround-
ing, and it was much harder to use in sitting than walking. HO was
praised for being natural and intuitive, but participants commented
that (I would be) worried I might bump into people, and it takes time
to pull up my hand. Participants liked DW because it is easy and
straightforward. However, participants disliked it for always appear-
ing and blocking the real-world objects: the content always expands
and block my vision... I had to look away to reset so that I could read
the sticky notes. Some participants also found it challenging to gaze
at the fixed location while moving: walking and dwelling on the
widget simultaneously was hard. As for BL, participants commented
that It was very easy to trigger the widgets... it requires little physical
movements. However, due to involuntary blinks, sometimes the con-
tent was triggered unintentionally: the widgets sometimes appear
without my intention, and getting the blinks to register sometimes is
difficult in the sitting condition. Participants liked HD because of
its robustness: the widgets never pop out unless I wanted them to.
However, participants disliked it for requiring too much physical
movement. Participants especially considered it awkward and an-
noying to use in the walking task: it required too much movement,
I had to stop walking in order to look at the widgets, leaning forward
and backwards was somewhat awkward, especially during walking.

6.8 Discussion
In H.1, we hypothesized that FG would be the most favored inter-
face with faster access speed and lower mental workload due to its
natural and intuitive interaction. Our results partially supported
this hypothesis by showing that most participants preferred FG
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over the other interfaces in the walking condition. It also resulted
in lower physical workload and effort compared to HD. However,
there was no clear tendency of favoring FG in sitting task. FG re-
ceived higher SUS score in walking than sitting. In the sitting task,
FG was considered more mentally difficult than HD. Participants’
comments showed that FG was considered more challenging to
use in sitting than walking, which was surprising to us since walk-
ing requires continuous attention to the surrounding environment.
The false-positive rates in Figure 6 (c-d) of FG between sitting and
walking were also highly different. After revisiting participants’
comments and the playback, we surmise that the major reason was
the different distance in the depth dimension between the virtual
content and real-world. Due to limitations in eye-tracking technol-
ogy, the gaze depth estimations could be inaccurate for some users.
For the sitting task, the virtual content was only 0.3 meter away
from the sticky notes, while for the walking task, the virtual content
was 0.8-1.6 meters away from the signs. A larger distance allowed
a larger safe region when the depth estimation was inaccurate or
jittering.

Our results also supported H.2 by showing that HD was the
least favored when accessing virtual content during walking. HD
received the highest SUS score in the sitting task, but it had the
lowest SUS score and was ranked last by most participants in walk-
ing. Participants commented that they had to fully stop in order
to perform the interaction, which reflected that it was hard to use
during mobile situations.

Interestingly, a few participants also commented that BL was
easier to use in the walking task than sitting. They mentioned Some-
times I trigger the wrong widget when I blink in the sitting condition,
which did not happen during walking. We speculate that this was
due to the difference in the number of pieces of virtual content.
One issue with the BL technique was that the eye-tracking results
would become inaccurate during blinks, which was also found in a
recent study [28]. As such, if the safe region around virtual content
was not big enough, blinks might be registered to the virtual con-
tent nearby. We had more pieces of virtual information that were
much closer to each other in the sitting task. The safe region was
smaller and more cluttered, so virtual content close to each other
was more likely to be triggered falsely. As such, algorithms need
to be applied to stabilize the gaze direction when a blink occurs
to increase the scalability of the technique. Despite this problem,
our results demonstrate great potential of BL. It received good SUS
scores for both tasks, was ranked in the first/second place by most
participants in the walking task, and received the highest ratings
on almost all social acceptability categories.

Our results support ourH.3 by showing that DWwas the lowest-
rated technique for accessing information in the real-world. It was
not robust given its highest false-positive rates in both task condi-
tions.

On the contrary, HO and HD interfaces were very robust given
their low false activation rates. However, they were also less acces-
sible in the walking condition, and were considered less socially
acceptable with longer access time and greater physical workload
given the amount of physical movement required. During walking,
FG and BL techniques could be a good balance between accessibility
and robustness.

In general, our results did not show significant benefits of in-
cluding depth as a input dimension. Techniques with depth input
could still have high workload and low efficiency depending on the
input modality being used.

7 DESIGN RECOMMENDATIONS
We distill the following design recommendations based on our
findings:

• While using FG, it would be optimal to have the virtual
content in a close depth layer and the real-world information
in a far-away depth layer.

• When the goal is to optimize robustness (for example, when
attention to the real-world environment is required), HO is
a good option because they induce low false activation rates.
HD is also a good option, but only in stationary scenarios.

• When the goal is to optimize accessibility of virtual content,
FG and BL could be suitable interfaces to consider, since they
have fast access times in scenarios where false activations
are unlikely.

• When the scenarios of use are likely to change dynami-
cally in terms of activity (staionary/mobile), depth differ-
ence between virtual and real information, and location (pri-
vate/public), BL would be a good option because it achieves
good performance with high acceptance across multiple sce-
narios.

8 LIMITATIONS & FUTUREWORK
There are a few limitations to our work. First, although the AR
HWD we used in the study has multiple focal planes, vergence-
accommodation conflict may still affect the results of using Fixation-
Glance [36]. Second, we did not use machine-learning models to
improve gaze depth estimations. Recent research highlighted such
possibilities, which could make Fixation-Glance more usable in both
tasks [23, 41]. Last, the study setups for the sitting and walking con-
dition were not fully controlled. On the other hand, we attempted
to make the task scenarios ecologically valid and representative of
everyday scenarios. More controlled studies could be performed in
the future to explore different tasks and contexts.

9 CONCLUSIONS
In the near future, AR glasses could support everyday information
acquisition by displaying information to the users through the lens.
However, virtual content could occlude users from seeing objects
of interest in the real-world. In this research, we proposed and eval-
uated five techniques to help address such occlusion issue through
explicit activation of virtual content in the context of Glanceable
AR, a real-world prioritized information display metaphor. Our
results demonstrated the trade-offs of gaze, hand, and head-based
techniques in sitting and walking contexts. Our results could in-
spire future implementations of lightweight techniques for explicit
activation of virtual content in AR HWDs.
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